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1. Introduction 
Pagerank is an algorithm used to determine the ranking of a web page (called a node) democratically 

by constructing a graph between nodes and the reference direction from one node to another, 

represented by the Markov matrix. Referrals from these nodes can affect the rankings of other nodes. 

The more referrals a node receives, the more likely it has a higher rating than the others. 

Internet users like this democratic ranking because it benefits, especially fairness in search results, 

but its calculation is complex. As the search ranking comparison is an opportunity, the computational 

results provide eigenvectors because the PageRank algorithm's ranking equals the matrix element. An 

eigenvector is a vector in which a single column has the value 1. The Pagerank algorithm calculates 

rankings using the power method, which iterates until the dominant eigenvalue is determined. The 

PageRank algorithm is utilized extensively in sports, election simulation, and education. Compared to 

other ranking algorithms, the disadvantage of this technique is that Pagerank requires a lengthy 

computation period. Hence, the calculations are performed offline for several days. For this, we need a 

method that expedites the ranking calculation. 

To enhance ranking calculations, researchers have made improvisations. Research on the 

optimization of ranking computation using the PageRank algorithm has been carried out in several 

universities. Most of the research has computation results that can accelerate the achievement of the 
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 Computation ranking algorithms are widely used in several informatics 

fields. One of them is the PageRank algorithm, recognized as the most 

popular search engine globally. Many researchers have improvised the 

ranking algorithm in order to get better results. Recent research using 

Rayleigh Quotient to speed up PageRank can guarantee the convergence of 

the dominant eigenvalues as a key value for stopping computation. 

Bolzano's method has a convergence character on a linear function by 

dividing an interval into two intervals for better convergence. This research 

aims to implant the Bolzano algorithm into Rayleigh for faster 

computation. This research produces an algorithm that has been tested and 

validated by mathematicians, which shows an optimization speed of a 

maximum 7.08% compared to the sole Rayleigh approach. Analysis of 

computation results using statistics software shows that the degree of the 

curve of the new algorithm, which is Rayleigh with Bolzano booster  (RB), 

is positive and more significant than the original method. In other words, 

the linear function will always be faster in the subsequent computation than 

the previous method. 
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dominant eigenvalues by combining other algorithms, the Rayleigh quotient in PageRank algoritm that 

compute using Power method iteration. Rayleigh worked as a linear value and was inserted into the 

PageRank algorithm. PageRank algorithm computes using the power method so that Rayleigh will be 

inside the power method; hence, the dominant eigenvalues converge faster [1]. Several researchers have 

discussed the Rayleigh quotient: Siahaan [2], and Kuleshov [1]. Optimization of calculation time makes 

this matter continue to be studied because the size of the Markov matrix is quite large. The internet 

development and the increase of web pages increase the size of the Markov matrix and the smaller the 

probability of each node. 

 The Rayleigh Quotient obtained in the power method calculates the eigenvalues by comparing the 

eigenvectors in each iteration. The Rayleigh quotient helps the Power method to speed up ranking 

calculations. Rayleigh has the advantage of searching eigenvalues, and the convergence is getting better 

with the same result. However, the weakness of the Rayleigh quotient is that when the matrix size gets 

bigger, the vector comparison process will also take longer, so Rayleigh needs further optimization to 

help speed up the calculations. 

Currently, optimization efforts are still being carried out, which include: optimization by using nodes 

[3]–[18]using other methods such as gauss-seidel [4], changing the weight of each link associated with 

nodes, [13]–[18], and the last is using the extrapolation method [5]–[12]. Rayleigh optimization on the 

PageRank gives excellent and fast calculation results because the convergence becomes faster without 

changing the dominant eigenvalues [19]–[21]. This algorithm will be enhanced using the Bolzano 

method to provide more computational acceleration. This research uses several datasets taken from the 

Stanford Network Analysis Platform. The modified Bolzano method will be used inside Rayleigh 

Quotient to predict the next dominant eigenvalue on each iteration because Bolzano can guarantee that 

it is linear function will be convergence only in the linear formula and not yet applied on PageRank 

optimization [22], [23]. In addition, several studies have been carried out to accelerate the convergence 

of a linear line at a scalar value to support these research objectives with the Bolzano method. Rayleigh 

Quotient produces a dominant eigenvalue from each iteration on Power Method, but its eigenvalue 

needs to improve using the prediction value from Bolzano Method. The modified Bolzano entered into 

the Rayleigh quotient, assuming that the method can make the convergence of the dominant eigenvalues 

in the Rayleigh quotient faster without changing the corresponding eigenvalues and eigenvectors. 

2. Method 
This research approach employs Bolzano's formula, which has been established and then integrated 

into Rayleigh so that the findings are consistent with the hypothesis. However, this phase of the proof 

is not straightforward. It takes a mathematical method to demonstrate that this proof is correct and 

legitimate. In this study, Fig. 1 compares the old approach and the novel method, highlighting the 

differences between the two.  

At the initialization time, the computer determines the initial value of the eigenvector x, which will 

be iteratively calculated until convergence. In the old technique, the Rayleigh quotient is utilized to 

identify the dominating value of λ. Still, in the most recent method given in this study, the Bolzano 

method aids in determining the value of λ to do faster computing.  

The research method is divided into several steps: finding each character of the two functions between 

Rayleigh and Bolzano, finding the intersection, making adjustments to Bolzano to make it easier to work 

on Rayleigh, proving by mathematical induction, and validating the formulas that have been developed. 

Fig. 2 shows a fundamental understanding of the Bolzano and Rayleigh formulas is required. Both are 

characterized by empirical evidence and have a linear nature in which the function performs a basic linear 

line calculation, such as y = ax + b. When the characteristics of both formulas are known, an intersection 

can be drawn between them to demonstrate that they share the same characteristics. In addition, the 

intersection of the two will aid in formula proofs that adhere to mathematical standards.  
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(a) (b) 

Fig. 1. Comparison between the old (a) and the new method (b). 

 When the intersection is known, the next step is to demonstrate using mathematical induction if 

they are valid for any value of n, where n is the size of the square matrix used in the iteration calculation. 

Induction demonstrates that the two qualities are compatible, but mathematical validation is also 

required to demonstrate that the two formulas may be combined.  After the validation is complete, the 

new formula, a combination of the Bolzano technique and the Rayleigh quotient, can be validated using 

a dataset discussed in the following step. 

 

Fig. 2. Combining Bolzano and Rayleigh Quotient. 

2.1. Sensitivity of Linear System 
Sensitivity is a way of knowing whether the influence of a scalar outside the Bolzano algorithm will 

affect the result of an eigenvector [24], [25], [26], [27]. In this research, sensitivity was carried out on 

the Bolzano method, Rayleigh quotient, and the results of the combination of both algorithms. When 

a mathematical equation is multiplied by a scalar, the scalar will affect the final result [28], [29], but in 

this research, the final result is the eigenvector obtained when the iteration stops because the dominant 

eigenvalue has been reached.  
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The variable used to determine this sensitivity is α, with a value of α = 0.85 obtained from a previous 

study by Page [30]. The effect of the value of α is expected not to change the dominant value of the 

eigenvalue and only affect outside the eigenvector. Pseudocode of dominant computing eigenvalue can 

be seen as in Fig. 3. 

 

1. Given markov matrix A and x0  
2. epsilon = 10-8 
3. repeat : 
4.      yk = Axk 
5.      xk+1 = yk/norm(yk) 
6.      rk = xk+1(Axk+1) 
7. until norm(Axk-rkxk) < epsilon 

Fig. 3. Dominant computing eigenvalue 

The calculation will converge within the epsilon limit so that the Markov A matrix is expected to 

have properties that can help achieve convergence. Matrix A is not a natural and democratic matrix if 

convergence cannot be obtained. 

The formula in finding eigenvectors by iteration on dominant eigenvalues λ on an equation  Ax =
λx = b  with A is Markov matrix, x, b is an eigenvector, the value of x and b and its approximation x* 

and b* then  

‖𝑥𝑥−𝑥𝑥∗‖
‖𝑥𝑥‖

 and 

‖𝑏𝑏−𝑏𝑏∗‖
‖𝑏𝑏‖

 is the relative error. It is using the equation to find the residual, 𝑟𝑟 =

𝑏𝑏 −  𝐴𝐴𝑥𝑥∗ , resulting in the approximate value of the ratio  

‖𝑏𝑏‖
‖𝑥𝑥‖

= ‖𝐴𝐴𝐴𝐴‖
‖𝑥𝑥‖

 , which causes that inserting noise 

into the formula does not affect the result of the eigenvector. 

2.2. Convergence Criteria 
The Bolzano method guarantees that convergence will be achieved because it works on a linear model 

that convergence to a number, but not with Rayleigh. Therefore, it is necessary to prove that this 

convergence will hold when the modified Bolzano is included in Rayleigh, resulting in a convergent 

character approach. From the formula 𝐴𝐴𝐴𝐴 = 𝜆𝜆𝜆𝜆 = 𝑏𝑏 then it can be reduced to (1). 

𝜆𝜆 = 𝑥𝑥𝑇𝑇𝐴𝐴𝐴𝐴
𝑥𝑥𝑇𝑇𝑥𝑥

= 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

= 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠             (1) 

The equation explains that the dominant eigenvalue will converge to a scalar value. This is under the 

Bolzano nature, making the function converge to a scalar from a point in a specific range. 

3. Results and Discussion 
Bolzano helps Rayleigh algorithm to achieve better convergence by taking a scalar approximation. 

The noise included in the algorithm does not seem to affect the results of the eigenvectors, so the 

convergence of Rayleigh and Bolzano to scalars is proven to be linearly sensitive. After the formula is 

combined by making some modifications to the Bolzano method, the next step is to test the algorithm 

on a computer with 32GB RAM, and each dataset is run at least 1000 trials or under particular 

conditions. 

3.1. The Bolzano Booster 
Implementing an algorithm with another algorithm cannot be done directly. This requires proving 

that the algorithm can work well, especially if the algorithm requires modification to give good results 

when combined. In this research, the Bolzano algorithm is modified so that the convergence of the 

dominant eigenvalues of the Rayleigh quotient can be obtained more quickly as an effect of the Bolzano 

modification combined with Rayleigh using a scalar as in (2) and psudocode (Fig. 4). 
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RQI = λ = xTAx
xTx

             (2) 

 
1. function RQI_Bolzano 
2. 𝑣𝑣(0) = some vector with �𝑣𝑣(0)� = 1 
3. 𝜆𝜆(0) = (𝑣𝑣(0))𝑇𝑇𝐴𝐴𝑣𝑣(0) = correspoding Rayleigh quotient 
4. While 𝜀𝜀 < 10−8 
5.          Solve �𝐴𝐴 − 𝜆𝜆(𝑘𝑘−1)𝐼𝐼� 𝑤𝑤 =  𝑣𝑣(𝑘𝑘−1), for w 
6.          𝑣𝑣(𝑘𝑘) = 𝑤𝑤 ‖𝑤𝑤‖⁄  
7.          𝜆𝜆(𝑘𝑘) = (𝑣𝑣(𝑘𝑘))𝑇𝑇𝐴𝐴𝑣𝑣(𝑘𝑘)  (Rayleigh Quotient) 
8.          𝜆𝜆𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = 𝜆𝜆(𝑘𝑘) + �𝜆𝜆(𝑘𝑘) − 𝜆𝜆(𝑘𝑘−1)�𝛼𝛼 
9.          𝜀𝜀 = �𝜆𝜆(𝑘𝑘) − 𝜆𝜆𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏�  

 

Fig. 4. RQI Bolzaono function 

If x is a vector in vector space V, then x can be said to be a linear combination of vectors x1, x2, x3, 

..., xn in V can be written in the form x = c1 x1 + c2 x2 + c3 x3 + … + cn xn    Where c1, c2, c3, ..., cn  is a scalar 

of the linear combination. Then the equation is linear with degree one. 

𝜆𝜆𝑘𝑘+1 ≈ 2𝜆𝜆𝑘𝑘 + 𝜆𝜆𝑘𝑘−1              (3) 

𝜆𝜆𝑘𝑘+1 ≈ 𝜆𝜆𝑘𝑘 + (𝜆𝜆𝑘𝑘 − 𝜆𝜆𝑘𝑘−1)               (4) 

𝜆𝜆𝑘𝑘+1 ≈ 𝜆𝜆𝑘𝑘 + |𝜆𝜆𝑘𝑘 − 𝜆𝜆𝑘𝑘−1|              (5) 

𝜆𝜆𝑘𝑘+1 = 𝜆𝜆𝑘𝑘 + |𝜆𝜆𝑘𝑘 − 𝜆𝜆𝑘𝑘−1|𝛼𝛼               (6) 

From the equation, it appears that the next dominant eigenvalue (6) is a value that is influenced by 

the last eigenvalue and the current value.  From (6), the resulting eigenvalue, according to the Bolzano 

method's character, is an equation with a value of α=0.85 following previous research. 

3.2. Testing of Algorithm 
After obtaining the results of the modification of the Bolzano method for the Rayleigh quotient, the 

next step is to test that the formula can be used properly. The test is carried out in two ways: (1) using 

mathematical induction, which is checked by mathematicians consisting of 2 people, (2) using matlab 

to run the new formula with an existing dataset. Table 1 shows the calculation results using Matlab. 

The column of nnz is for non zero and nodes column is for the number of web pages or elements of 

matrix markov. 

Table 1.  Preparation Dataset 

Dataset preparation dataset sparsity 
size (MB) nodes load mem(s) nodes nnz zero cols 

wiki-talk-temporal      169        1,140,149  49.282649 1,140,149 3,309,592 888,995 

wiki-topcats         412        1,791,489  157.050748 1,791,489 28,511,807 0 

wiki-Talk           69        2,394,385  33.825236 2,394,385 5,021,410 2,246,783 

sx-stackoverflow     1,599        2,601,977  370.078845 6,024,271 36,233,450 3,798,028 

cit-Patents        273        3,774,768  124.334527 6,009,555 16,518,948 3,920,210 

soc-LiveJournal1     1,000        4,847,571  434.833407 4,847,571 68,993,772 539,119 

sinaweibo     2,000      21,000,000  1768.333232 58,655,850 261,321,071 15,445 

 

This dataset has been gradually loaded into Matlab memory. Each loaded dataset is recorded 

attributes that appear to perform further analysis. The “sinaweibo” dataset with the most significant 

number of nodes requires more computation time and vice versa. 
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The dataset in the Table 1 shows that the wikitalk temporal dataset has 128 iterations to achieve 

convergence with nnz = 3,309,592. The number of iterations in the algorithm gives the same calculation 

results. The Table 2 provides comparative information between calculations using the Rayleigh and 

Bolzano modification. 

Table 2.  Result of Wikitalk-temporal dataset computation 

Attributes Rayleigh RB 
Σ trials 1000 1000 

Best case (s) 3.374253 3.135263 

λ 0.99999666 0.99999666 

error rate 0.0000001 0.0000001 

best on iteration 446 875 

 

Table 2 shows that from 1000 experiments carried out, with each experiment going through 128 

iterations, the Bolzano method's calculation time is faster than using the Rayleigh method alone. In 

contrast, the value of and error rate have the same value. The computation result uses the same attributes 

to determine whether the behavior of the formula can be compared. To better understand the condition 

of the eigenvectors after iterations between the two methods, Table 3 provides a statistical description. 

Table 3.  Statistics of Wikitalk-temporal dataset computation 

Attributes Rayleigh RB 
min 3.37425 3.13526 

max 3.98574 4.01611 

median 3.70394 3.72968 

mean 3.69934 3.69234 

modus 3.37425 3.13526 

std 0.09596 0.15408 

var 0.00921 0.02374 

regression 0.005554916 0.005470106 

gradient 0.005554859 0.005470051 

 

In the Table 3, the most crucial information is on the gradient, where the slope angle of the regression 

curve later turns out that Bolzano has a smaller angle than Rayleigh. It can be concluded that the more 

nodes in the Markov matrix, the Bolzano angle value will undoubtedly be smaller than Rayleigh, who 

provides knowledge new that RB is faster than Rayleigh original formula. The calculation time of the 

ranking is also influenced by nnz. Fig. 5 explains the non-zero value in the Markov matrix. 

 

Fig. 5. Sparsity of Wikitalk-temporal matrix. 
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In Fig. 5, a white or unshaded region indicates that the Markov A matrix has a value of zero. The 

area with the shaded dots indicates a non-zero value, or the website is linked to another website or 

webpage. This sparsity matrix influences the calculation time. Hence, this study employs the same data 

set to compare the old (Rayleigh) method to the new one (RB). 

From the explanation of one temporal wikitalk dataset in Table 3, a complete description of the 

results of the other running datasets is shown in Table 4. 

Table 4.  Result of dataset computation 

Dataset trials on nodes nnz zero cols Rayleigh(s) RB(s) 
wiki-talk-temporal 1000      1,140,149  3,309,592 888,995 3.374253 3.135263 

wiki-topcats 1000      1,791,489  28,511,807 0 0.301992 0.28826 

wiki-Talk 1000      2,394,385  5,021,410 2,246,783 2.204261 2.194955 

sx-stackoverflow 25      2,601,977  36,233,450 3,798,028 149.5025 147.5919 

cit-Patents 1000      3,774,768  16,518,948 3,920,210 5.481925 5.470497 

soc-LiveJournal1 50      4,847,571  68,993,772 539,119 290.0422 289.4445 

sinaweibo 10    21,000,000  261,321,071 15,445 196.5554 195.9187 

 

Thus,  it is clear that a dataset with a large number of nnz takes a long time to load into memory so 

the number of trials cannot reach 1000 experiments.  In this experiment, one trial takes the time 

indicated by the Rayleigh column and the Bolzano column within the Rayleigh column, with the 

outcome expressed in seconds. 

As an example of sinaweibo dataset, in the results of Rayleigh's calculation, the iteration time is 

196.5554 seconds, while the modified RB produces a calculation time of 195.9187. There is a time 

difference of 0.6367 seconds. Roughly speaking, if the number of nodes crawled by search engines is 

currently 100 Billion pages, then the difference in the calculation time of the two methods is about 3.032 

seconds or 50 minutes 40 seconds. The wiki-talk-temporal dataset shows the highest difference in 

calculations of the two algorithms. The difference between the RB and the Rayleigh is 0.23899 seconds 

(7.08% acceleration) for the dataset size is 1,140,149. 

4. Conclusion 
Rank calculations using the PageRank algorithm have developed, and recent research has optimized 

the Rayleigh quotient in the power method to accelerate computation time. The Bolzano method, 

similar to Rayleigh's in finding a convergence point solution, can provide insight into how the two 

functions can be combined. The properties of Rayleigh and Bolzano with the same linearity sensitivity 

provide confidence that they can work well even though there is noise in the dataset with the formula. 

After the characters of the two functions are known to be similar, then the proof of the formula is done 

by induction so that the formula is valid, the new Bolzano method inside Rayleigh as 𝜆𝜆𝑘𝑘+1 = 𝜆𝜆𝑘𝑘 +
|𝜆𝜆𝑘𝑘 − 𝜆𝜆𝑘𝑘−1|𝛼𝛼. The study results provide a new formula that can speed up ranking calculations up to 

7.08%, although further research is still needed on the percentage of calculation acceleration. 
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